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Abstract

Recent studies allege that large language models (LLMs) exhibit a range of cognitive
biases familiar from human cognition. I argue that the case for many biases is weaker
than it may appear. Using case studies of knowledge effects in the Wason selection
task, availability bias in relation extraction, and anchoring bias in code generation, I
show how a range of vindicatory strategies traditionally used to vindicate apparent
biases in humans can be used to push back against allegations of bias in LLMs. 1
discuss implications for the role of cognitive bias in evaluating LLM performance, the

rationality of human cognition, and future work on cognitive bias in LLMs.

1 Introduction

The recent success of large language models (LLMs) gives new urgency to the question of
how LLM performance should be evaluated. In many tasks, LLMs can be evaluated for the
accuracy of their outputs. However, LLMs can also be evaluated along other important
dimensions. For example, we can assess LLMs for the transparency or interpretability of
their judgments (Creel 2020; Vredenburgh 2022). We can also assess LLMs for the presence
of problematic biases (Johnson 2020).

Most work on biases in LLMs focuses on a conception of bias closely tied to unfairness,
especially as affecting marginalized social groups. However, recent work has alleged that
LLMs also show a number of classic cognitive biases familiar from work in the psychology
of reasoning, behavioral economics, and judgment and decisionmaking (Dasgupta et al.
2022; Lin and Ng 2023; Jones and Steinhardt 2022).!

!This paper builds on the important work of Rudolph et al. (2025) on the relationship between conceptual
engineering and algorithmic bias in three ways. First, it shifts the focus to a range of cognitive biases that
have received less philosophical attention. Second, it asks what existing rationality concepts say about
cognitive bias rather than engaging in the complementary project of conceptual engineering. Finally, it
finds more room for optimism about the extent of LLM biases in this new domain as compared to other
domains in which LLMs perform less well.



This development is exciting because it raises the possibility of using cognitive bias as
a novel metric by which to evaluate the performance of LLMs. It is also timely, given the
increased prevalence of reasoning models (Kojima et al. 2022; Wei et al. 2022; Yao et al.
2023), since some cognitive biases purport to assess the quality of reasoning processes
and not simply the quality of the judgments or decisions that result. If this is right,
then cognitive bias may be an especially revealing lens into the performance of reasoning
models.

The past several decades of research on human judgment and decisionmaking have
seen a resurgence of vindicatory epistemology (Section 6.2), a program which seeks to vin-
dicate the rationality of purported cognitive biases through a combination of normative
theorizing and empirical reassessment of apparently biased cognitions (Dorst 2023; Icard
ms; Thorstad 2024b).> As a result, many theorists now think that human cognition is
more rational than previously supposed. It is natural to ask whether the same strategies
employed by vindicatory epistemologists could be applied to show that some alleged
biases in LLMs are not in fact biases.

My aim in this paper is to show that many vindicatory strategies are at least as plausible
when applied to LLMs as they are when applied to humans. To the extent that these
strategies show humans to be less biased than previously supposed, we should also take
them to show LLMs to be less biased than some recent authors propose.

Here is the plan. Section 2 clarifies the notion of cognitive bias in LLMs. Sections 3-5
look at three recent allegations of cognitive bias in LLMs: knowledge effects in the Wason
selection task (Section 3), availability bias in relation extraction (Section 4) and anchoring
bias in code generation (Section 5). Section 6 discusses implications for normative metrics
beyond cognitive bias (Section 6.1), vindicatory epistemology (Section 6.2), and future
work on cognitive bias (Section 6.3).

2 Bias

The first order of business is to get clear on what it means to call something a cognitive
bias. Settling on a unified account of cognitive bias has proven challenging in recent
philosophical discussions (Johnson 2020, 2024b; Kelly 2023), and perhaps that is no ac-
cident. After all, vindicatory epistemologists frequently allege that biases are vaguely

defined and rest on overly-narrow norms (Gigerenzer 1996). However, we can still strive

2While the arguments of this paper are intended to go through on many conceptions of rationality, if
a specific conception is desired, they may be productively read as working within the reason-responsive
consequentialist view of Thorstad (2024b). I also follow Thorstad in holding that biases are irrational, but
the account of this paper does not require this claim.
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to produce an account of cognitive bias that captures, as charitably as possible, what those
alleging cognitive bias in LLMs mean to say. To build such an account, let us first ask what
it means to allege cognitive biases in human cognition (Section 2.1) and then generalize
this account to the case of LLMs (Section 2.2).

2.1 Cognitive bias in human cognition

In the middle of the twentieth century, social scientists often modeled human cognition
using a series of rationality postulates popularized by neoclassical economists. Against
this background, Amos Tversky and Daniel Kahneman (1974) argued that humans often
rely on cognitive heuristics, as a result of which they do not always obey received ratio-
nality postulates. Providing evidence for specific heuristics proved challenging, since any
given judgment could be produced by a number of heuristic or non-heuristic processes. To
meet this challenge, Tversky and Kahneman noted that each heuristic has a characteristic
bias, understood roughly as a pattern of systematic deviation from traditional rationality
postulates. Because these deviations are both unexpected and specific, observing them
in a laboratory setting could be taken as evidence that participants had employed the
corresponding heuristic.

This research program came to be known as the heuristics and biases program (Gilovich
and Griffin 2002; Kahneman et al. 1982). As the heuristics and biases program gathered
steam, biases were increasingly divorced from the heuristics to which they corresponded
and became an object of study in their own right. This divorce raised important questions
about the definition of cognitive biases that persist to this day.

A first choice point, reflected in recent philosophical debates about bias, is whether
cognitive biases should be given a normative or non-normative reading. On many views,
biases involve violations of genuine norms.> For example, on Tom Kelly’s norm-theoretic
account of bias (Kelly 2023, 2024):*

(Norm-theoretic account) A bias involves a systematic departure from a gen-

uine norm or standard of correctness. (Kelly 2023, p. 4)

However, Kelly also allows a non-pejorative sense of bias. Likewise, on Gabbrielle John-
son’s functional account of bias, bias is a functional kind which does not require a norma-
tive reading (Johnson 2020, 2021, 2023a,b, 2024a).

3Some such as Kelly (2023, 2024) allow biases to violate some genuine norms while respecting others.
This situation is compatible with the account advanced in this paper.
“For a similar account, see Fazelpour and Danks (2021).



This paper adopts a normative reading of bias, aiming to capture the normative spirit
of much work within the heuristics and biases program. For example, Daniel Kahneman
holds that “biases ... separate the beliefs that people have and the choices they make
from the optimal beliefs and choices assumed in rational-agent models” (Kahneman 2003,
p- 1449) and Thomas Gilovich and Dale Griffin define biases as “departures from ...
normative rational theory” (Gilovich et al. 2002, p. 3). A normative reading is also needed
to make sense of many criticisms of the heuristics and biases program, such as Gerd
Gigerenzer’s claim that the proposed biases rest on overly narrow normative standards
(Gigerenzer 1996).° Most importantly, a normative reading of bias is voiced on the very
first page of many articles alleging cognitive bias in LLMs.® For example, Erik Jones
and Jacob Steinhardt define biases as “systematic patterns of deviation from rational
judgment” (Jones and Steinhardt 2022, p. 11795) and Ruixi Lin and Hwee Tou Ng define
biases as “flawed human response patterns for decision making under uncertainty” (Lin
and Ng 2023, p. 5269). To do these allegations credit, we should take them at their word
as operating with a normative conception of cognitive bias.

A second choice point comes in specifying the objects to which biases apply. On this
account, Gabbrielle Johnson (2020) helpfully distinguishes four components of bias.” A
bias-input, such as a biased belief, combines with a bias-construct, consisting of relevant
states and processes in the judging agent, such as stereotypes, to produce a bias-output,
namely a biased judgment. Biased actions taken on the basis of the bias-output will then
be bias-acts® While all four components of bias can be productively studied in humans
and machines, my focus in this paper will be more narrow.

In this paper, I will be concerned with bias-constructs and bias-outputs: the states
or processes used by LLMs and the outputs they return. I will not be concerned with
bias-inputs, which capture the importance of representative training data, since the need
for representative data is by now quite familiar (Buolamwini and Gebru 2018; Fazelpour

and Danks 2021). It may be that some recent bias allegations collapse into reminders of

>There are, of course, non-normative readings of bias in the neighborhood of these debates. Indeed,
Gigerenzer himself frequently stresses that biases, understood as the expected deviation of a predictor from
the mean value of the quantity predicted, can be beneficial (Gigerenzer and Brighton 2009; Gigerenzer 2019).
But precisely because this and other non-normative notions of bias do not come with any inherent negative
valence, they are not charitable readings of a program which treats biases as normative defects in human
cognition.

®This section aims to develop a notion of cognitive bias in human cognition that can ground a parallel
surrogate account of bias in LLM cognition. For this reason, it is important to match the account of human
bias in this section to the accounts used in recent allegations of LLM bias.

7 A reviewer notes that Gawronski et al. (2006) is an important precursor to this discussion.

8Note that there is no requirement for bias-constructs to be beliefs, which on some accounts LLMs may
lack.



the importance of representative training data, but this is not the aim of those allegations
and it does them no credit to read them in this way. I will also not be concerned with
bias-acts, since most existing bias allegations do not further investigate whether and how
bias-outputs produce bias-acts.

Some readers may think that LLMs are not engaged in genuine reasoning, but instead
merely simulate reasoning (Bender and Koller 2020; Dziri et al. 2023; Floridi 2023).° These
readers may want to deny that bias-constructs in LLMs can be helpfully assessed, because
they will deny that there is a suitably reasoning-like process which can be described as
biased. On this reading, the paper will be concerned only with bias-outputs. While I
do not want to insist on this reading, it certainly does not harm the attempt to resist
allegations of cognitive bias in LLMs.

So far, we have settled on investigating bias-outputs and perhaps also bias-constructs.
We have also settled on a normative conception on which cognitive biases violate genuine
normative standards. How, if at all, must our focus change when the agents in question

are LLMs rather than humans?

2.2 Cognitive bias in LLMs

Given this understanding of cognitive bias in human cognition, what does it mean to
allege cognitive bias in LLMs? If we were ready to concede that the states, processes and
outputs of LLMs are bound by norms similar to those binding humans, then we could
simply cross-apply an account of human cognitive bias to the case of LLMs. However,
many philosophers will not be prepared to do this.

One challenge is that on many views, LLMs are not yet subject to norms of any
kind. For example, LLMs may lack consciousness, unified agency, voluntary control, or
genuine normative understanding in a way that makes them unfit to be governed by
norms (Mosakas 2021; Moosavi 2024; Miiller 2021). In answer to this problem, the most
charitable move seems to be adopting a surrogate account on which a cognitive bias in
LLMs is something that would constitute a cognitive bias in humans, who are governed
by norms.

By way of illustration, suppose that a human, when shown a list of 19 famous female
actors and 20 less-famous male actors, subsequently recalled the list as containing more
female than male actors (Tversky and Kahneman 1973). Suppose further that we take
this example to illustrate a problematic availability bias towards over-use of information

readily available for recall. Now suppose that an LLM, when presented the same list

Others may feel that the jury is still out on this question (Mitchell 2025; Wu et al. 2024).



under similar conditions, also claims that the list contains more female than male actors.
On the surrogate account, the LLM also exhibits availability bias.'”

A second challenge to the cross-application of cognitive biases from humans to LLMs
would occur if LLMs, though actually or potentially subject to norms, were subject to
radically different norms than human agents are. On this view, the surrogate account of
cognitive bias would not be a good account of cognitive biases in LLMs, since assessing
biases in human surrogates would amount to an illicit change of normative standards.

However, for just this reason, those sympathetic to the second challenge should think
that the attempt to discover familiar cognitive biases from human cognition in LLMs is not
a particularly good way to study cognitive bias in LLMs. After all, if cognitive biases in
human cognition are assessed against different normative standards than cognitive biases
in LLM cognition are, then the fact that some bias-construct or bias-output constitutes a
genuine cognitive bias in humans may not be a good reason to think that it constitutes
a cognitive bias in LLMs. Because recent allegations of cognitive bias in LLMs pursue
this project of recovering familiar human biases in LLMs, there would not be strong
motivation for these allegations under the assumption that LLMs are subject to radically
different normative standards. As a result, I will set the second challenge aside and work
with the surrogate account throughout this paper.

In the next three sections, I consider three recent allegations of cognitive bias in LLMs.
I argue that on a surrogate, normative understanding of cognitive bias, a range of vindi-
catory strategies often found compelling in similar human examples should be at least as

compelling when we turn our attention to LLMs.

3 Knowledge effects

3.1 Background

For much of the twentieth century, human reasoning was understood using a logical
paradigm (Janis and Frick 1943; Rips 1994; Wason 1968). Agents asked to assess the
quality of inferences were assumed to test them for logical validity. Conditional claims
were modeled using the material conditional, and conditional rules were to be tested by
trying to falsify the embodied material conditional.

A probabilistic turn throughout the academy (Erk 2022; Ghahramani 2015) has come to
psychology (Chater et al. 2006), and in particular to the psychology of reasoning.!! There,

190ther proposed examples include anchoring bias (Tversky and Kahneman 1974), conjunction fallacies
(Tversky and Kahneman 1983) and hot-hand biases (Gilovich et al. 1985).
1Some readers may follow Carnap (1950) in taking probability theory to be a subset of logic. These
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‘new paradigm’ Bayesian approaches suggest that humans often do and should interpret
reasoning tasks probabilistically, rather than logically (Elqgayam and Over 2013; Oaksford
and Chater 2007). Because the world is uncertain, probability theory allows agents to
reason in a way that keeps track of underlying probabilistic relationships that fall short of
strict logical entailment.

On Bayesian approaches, conditional assertions are licensed if the consequent has
high probability conditional on the antecedent (Oaksford and Chater 2007); conditional
rules are tested by reducing uncertainty about the probabilistic dependency between
consequent and antecedent (Oaksford and Chater 1994); and inferences are tested for
probabilistic forms of validity (Adams 1975).12

Logical and probabilistic paradigms come apart in their treatment of knowledge effects:
the influence of prior knowledge on reasoning in ways not licensed by classical logic.
For example, agents are more likely to endorse an inference if they are more confident
in its conclusion. On a logical paradigm, this finding was taken to reflect a problematic
belief bias to judge arguments with believed conclusions to be logically valid (Evans et al.
1983).1% But on a probabilistic paradigm, this finding is to be expected: good inferences
should secure high-probability conclusions, and the prior probability of a conclusion has
an important effect on its probability at the end of an inference (Adams 1975; Oaksford
and Chater 2007).

Many LLMs show human-like knowledge effects in a variety of tasks, including the
Wason selection task (Binz and Schulz 2023) as well as syllogistic and natural-language
reasoning problems (Dasgupta et al. 2022). For example, they are more likely to endorse
an inference to the extent that they have reason to be confident in its conclusion. In this
section, I introduce another salient knowledge effect (Section 3.2) then argue that the effect
should be viewed at least as favorably in LLMs as it is viewed in humans (Section 3.3).

readers might wish to read this discussion as contrasting inductive logic to deductive logic, rather than
contrasting probability theory to logic.

120n one view, inferences are probabilistically valid (p-valid) if all probability assignments which make
the premises sufficiently certain also make the conclusion sufficiently certain (Adams 1975). For example,
consider Strengthening the Antecedent: ‘if A, then B, therefore if A and C, then B’. Many agents reject some
instances of Strengthening the Antecedent, such as the following (Oaksford and Chater 2007): ‘if Tweety is
a bird then Tweety can fly. Therefore, if Tweety is a bird and is one second old, then Tweety can fly.” This
argument, like all versions of Strengthening the Antecedent, is classically valid when conditionals are read
as material conditionals. However, if we follow Adams (1975) in treating the probability of a conditional
‘if A, then B’ as the conditional probability Pr(B|A), then Strengthening the Antecedent is not p-valid, as
witnessed by the inference about Tweety. This is an example of the type of probabilistic approach to validity
used by Bayesians and the explanatory advantages that might accrue to such an approach.

13Gee also (Janis and Frick 1943).



3.2 Wason selection

Suppose you are shown four two-sided cards with values on each side drawn from the
values of an ordinary deck. Their visible sides contain an ace, king, two and seven,
respectively (Figure 1). You are asked to test the rule that ‘If a card has an ace on one side,

then it has a two on the other’.!*

Figure 1: The Wason selection task

Let us label the cards as p (A), —p (K), g (2) and =g (7)."° In this notation, the rule is ‘If
p, then q’. On a logical interpretation, the rule expresses the material conditional p D g,
which is tested by searching for falsifying instances p A 4. This means that agents should
turn the p and —g cards, that is, the ace and the seven. Wason’s original finding, replicated
across countless subsequent experiments, is that far fewer than ten percent of agents make
the logically correct choice (Wason 1968).

This behavior is poor enough for such a simple task that we are well within our rights to
ask whether agents might have interpreted the task probabilistically rather than logically.
The classic Bayesian approach to the Wason selection task is due to Mike Oaksford and
Nick Chater (1994).16

4Here is Wason'’s original description of the task:

Subjects were presented with the following sentence, “if there is a vowel on one side of the
card, then there is an even number on the other side,” together with four cards, each of which
had a letter on one side and a number on the other side. On the front of the first card appeared
avowel (P), on the front of the second a consonant (P), on the front of the third an even number
(Q) and on the front of the fourth an odd number (é). The task was to select all those cards,
but only those cards, which would have to be turned over in order to discover whether the
experimenter was lying in making the conditional sentence. (Wason 1968, p. 273)

Which cards should you turn over to test the rule?

>Here p denotes the proposition that the card contains an ace and g denotes the proposition that the card
contains a two.

®Descriptive evidence for this approach is provided by fitting models to Wason selection task data (Oaks-
ford and Chater 1994, 2007). For example, this approach explains the effect of probability manipulations
on selection behavior in the abstract Wason selection task (Kirby 1994; Oaksford and Chater 2007) as well
as the reduced array selection task (Oaksford et al. 1997). Further evidence is provided by the explanation
of matching bias in the negations paradigm (Oaksford and Chater 1994, 2007). Descriptive evidence for
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On this approach, agents turn cards in order to reduce uncertainty about the proba-
bilistic relationship between the propositions p and g expressed in the conditional rule. On
the simplest model, they want to discriminate between two hypotheses: the dependence
hypothesis P(qlp) = 1 that p and q are probabilistically dependent, and the independence
hypothesis P(qlp) = P(q) that p and g are probabilistically independent.

Oaksford and Chater make two additional assumptions. First, they assume that the
uncertainty which agents aim to reduce is measured by Shannon entropy (Shannon 1948)."
Second, Oaksford and Chater make the rarity assumption that agents treat p and g as
somewhat antecedently implausible. This is justified by research suggesting that agents
do and should treat many propositions as improbable in causal reasoning, due to factors
such as the large number of possible alternatives (Anderson 1990). That assumption
places us within the realm of knowledge effects, because agents’ prior credences in p and
q affect selection behavior (Oaksford and Chater 1994).

Under these assumptions, we can show that uncertainty reduction is maximized by
turning the p and q cards, that is the ace and the two. And that is just what agents tend
to do (Oaksford and Chater 1994). In this way, the Oaksford and Chater model provides
a probabilistic explanation for why agents do and should turn the cards that they choose
to turn.’® While a full summary of the evidence behind Oaksford and Chater’s model is
beyond the scope of this paper, one argument traditionally cited in support of this model
is that it can explain why humans exhibit different patterns of performance on a wide
range of variations of the Wason selection task, by invoking factors such as shifting prior
beliefs and goals (Oaksford and Chater 1994, 2007).

Ishita Dasgupta and colleagues (2022) test Chinchilla (Hoffmann et al. 2022) on several
versions of the Wason selection task. They find across task versions that the model is no
more than about 50% likely to take the logically correct action of turning the p and —¢
cards, and in many conditions the model is at most 20% likely to do so (Figure 2). In
particular, Dasgupta and colleagues find a significant tendency to turn the g card. As
Dasgupta and colleagues note, these patterns of behavior conform in coarse outline to

the view also flows from more general descriptive evidence for Bayesian approaches to cognitive science.
Normative evidence rests on normative arguments for the appropriateness for the Bayesian normative
standard. My aim in this paper is not to provide new descriptive or normative evidence for the Bayesian
view, but rather to suggest that those sympathetic to the view in human cognition should be at least as
sympathetic to the same view about LLMs.

The Shannon entropy of credence function P is —Xx—m,m,P(X)l0g2(P(X)). This definition enforces
Oaksford and Chater’s assumption that the agent has beliefs about the independence hypothesis M; and
dependence hypothesis Mp and aims to reduce her uncertainty about these hypotheses.

The normative status of Oaksford and Chater’s argument depends on the normative permissibility
of interpreting indicative conditionals otherwise than as material conditionals, as well as the normative
permissibility of other aspects of the Bayesian account.
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Figure 2: Wason selection task performance (logical criterion) by Chinchilla across rule
types, from Dasgupta et al. (2022).

the predictions of Oaksford and Chater’s probabilistic model but conform less well to the

logical model.

3.3 Assessing bias

One way to react to these findings would be to say, as advocates of the logical paradigm
do, that LLMs have interpreted the Wason selection task as a logical reasoning task and
shown themselves to be poor logical reasoners. A second way to react to these findings
would be to say, as Bayesians do, that LLMs have interpreted the task as a probabilistic
reasoning task and shown themselves to be good probabilistic reasoners. To the extent
that many theorists now favor a Bayesian account of how humans do and should respond
to the Wason selection task, there is considerable pressure to adopt the same account when
studying LLMs.

In fact, two lines of reflection may lead us to be more optimistic about the Bayesian
story as applied to language agents. First, many critics of Bayesian cognitive science
have questioned whether humans have the cognitive ability to perform the complex
calculations needed to solve most everyday tasks as Bayesians suggest (Bowers and Davis
2012; Jones and Love 2011). Continuing this line, many philosophers have suggested
that nonprobabilistic reasoning based on full beliefs rather than credences may play an
important role in simplifying human reasoning (Holton 2008; Ross and Schroeder 2012;
Staffel 2019). However, one of the defining turns in recent artificial intelligence work has
been a turn away from older logic-based systems towards the construction of explicitly
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probabilistic, deep-learning systems (Ghahramani 2015). These systems are often thought
to have sufficient computational power to carry out complex probabilistic calculations
(Nafar et al. 2025; Paruchuri et al. 2024). If that is right, then it lessens the possibility of
objecting to Bayesian accounts on the grounds of computational tractability.

A second reason for optimism concerns logical reasoning. On the orthodox Bayesian
story, humans generally do and should interpret reasoning tasks probabilistically. This
story provides good reason to expect that humans will be skilled probabilistic reasoners,
but it also gives us some reason to doubt whether humans are good logical reasoners
(Thorstad 2024b). If, as many Bayesians claim, logical reasoning is rarely useful and
therefore rarely engaged in, there is no great reason to expect that learning or evolution
will have endowed us with unbiased capacities for logical reasoning. Even if Bayesians
are correct that humans respond well to a probabilistic construal of the Wason selection
task, there thus remains the question of whether humans are capable of understanding
and responding appropriately to a logical construal of the Wason selection task and other
logical reasoning problems.

It remains controversial whether humans are capable of understanding and responding
appropriately to a logical construal of the Wason selection task and other logical reasoning
problems (Evans et al. 2003). But it should be less controversial whether Chinchilla can
do this. Dasgupta and colleagues conduct five rounds of pretraining in which the LLM is
rewarded for logical performance in the Wason selection task. Dasgupta and colleagues
observe that performance shifts substantially after pretraining towards the predictions of
alogical model. This suggests that Chinchilla is reasonably capable of quickly learning the
logical interpretation of the Wason selection task and of responding in a logical manner."
Similarly, Dasgupta and colleagues find that five rounds of pretraining on a belief bias
task in natural language inference nearly eliminates alleged knowledge effects. Again, this
suggests that the LLM is capable of understanding and responding correctly to a logical
interpretation of reasoning tasks, and not only to a default probabilistic interpretation of
those tasks.

There is, of course, room for further discussion of many of these findings and room to
present further findings. But there is, in general, no more reason to take LLMs’ observed
performance on the Wason selection task as evidence of biased LLM reasoning than there
is to take similar performance as evidence of biased human reasoning, and there are some

reasons to be more optimistic about the extent of LLM biases.

91t also suggests that Chinchilla was not already applying a logical interpretation.
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4 Availability

If we are going to find uncontroversial cognitive biases in LLMs, we will need to look
beyond allegations of knowledge effects. A natural place to start is by replicating classic
biases from the heuristics and biases tradition. In this section and the next, I explore
attempts to find two of the three initial biases proposed within this paradigm: availability
bias and anchoring bias. I suggest that both attempts encounter significant obstacles,

revealing important descriptive and normative lessons for future study.

4.1 Current research on availability

In the early 1970s, Daniel Kahneman and Amos Tversky proposed that humans often
make inferences using the availability heuristic of “estimat[ing] frequency or probability
by the ease with which instances or associations could be brought to mind” (Tversky and
Kahneman 1973, p. 208). For example, participants presented with a list of 19 famous
female actors and 20 less-famous male actors subsequently recalled the list as containing
more female than male actors (Tversky and Kahneman 1973). A natural explanation for
this finding invokes availability: because participants were more readily able to bring
female actors to mind during subsequent recall, they judged that the list contained more
female than male actors.

It is now almost universally acknowledged that early discussions of the availability
heuristic passed too freely between two senses of availability (Schwartz et al. 2002).
Subjective availability involves reliance on features of the subjective experience of recall,
such as the felt ease or fluency with which information comes to mind. In this sense,
agents may judge male actors to be rare if they strain and feel disfluency in trying to
recall male actors. By contrast, objective availability involves reliance on the content of
information retrieved or on non-experiential features of the retrieval process such as the
time needed to retrieve information. In this sense, agents may judge male actors to be
rare if they cannot recall many male actors, or if it takes a long time to recall male actors.

It is far from clear that reliance on objective availability of information is always a
cognitive bias (Schwartz et al. 2002). If we can quickly bring many examples of a category
to mind, then all else equal, that provides some evidence that the category is common in
our experience, and hence in the world. It may still be irrational to make improper use
of objectively available information, but this requires an argument that the information is
being improperly used. This is important, because we will see that recent allegations of
availability bias are naturally interpreted as involving objective availability without clear

evidence of misuse.
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Training Examples 10 100 1,000 10,000 25,296

Availability Bias Towards

Negative Category (%) 263 77.7 39.7 47.0 52.0

Table 1: Availability bias in drug-drug interaction by size of training set, Lin and Ng
(2023).

4.2 Availability in relation extraction

Relation extraction tasks involve identifying relationships between objects from textual
discussions of those objects. A paradigmatic relation extraction task involves identifying
drug-drug interactions (Zhang et al. 2020). Given a textual description of the interaction
between two drugs, the algorithm must classify the type of interaction between them.

The Drug-Drug Interaction (DDI) dataset is an annotated corpus of 1,017 texts describ-
ing 5,021 interactions between various drugs (Segura-Bedmar et al. 2013). Each discussion
is annotated with one of five interaction types: mechanism for a description of the inter-
action mechanism; effect for a description of the effect itself; advice for recommendations
about how to respond to drug-drug interactions; int for nonspecific descriptions of inter-
actions; and negative for non-interactions. The vast majority (85.2%) of interactions in the
DDI dataset are negative, and LLMs trained on the DDI dataset understandably learn to
reflect this fact.

Ruixi Lin and Hwee Tou Ng (2023) train GPT-3 on the DDI dataset. Lin and Ng then
test the LLM on ‘content-free” descriptions generated from the DDI dataset by replacing
all medical terms with the dummy descriptor ‘N/A’. Lin and Ng propose that because
the LLM has no direct knowledge of the dummy class, the LLM should classify dummy
sentences according to a uniform probability distribution. That is, it should be 20% likely
to assign dummy descriptions to each interaction type: mechanism, effect, advice, int and
negative.

Lin and Ng propose that any deviation from the uniform classification of dummy
sentences should be treated as a form of availability bias, in which LLM judgments are
skewed by the availability of interaction types in the training data. For each interaction
type, Lin and Ng define the availability bias score of that interaction type to be the absolute
difference between the percentage of test items classified under this type and the 20%
classification rate expected under a uniform model. Under this definition, Lin and Ng
find a strong availability bias, increasing in the number of descriptions used to train the
LLM (Table 1).
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Section 4.1 distinguished between two forms of availability: objective and subjective.
Lin and Ng’s experiment studies a form of objective availability: the content of informa-
tion stored in training data. This is an especially benign form of objective availability,
because we are concerned with the availability of information rather than with features of
the information retrieval process, and we are concerned with the total information stored
in memory rather than a potentially unrepresentative sample retrieved during decision-
making. Reliance on objectively available information need not be irrational, so long
as the information is relevant and the inferences drawn are supported by the available
information. Alleging irrationality requires alleging that the information is irrelevant or
used to draw unsupported inferences.

Lin and Ng hold that because the LLM has no specific information about the dummy
descriptor ‘N/A’, “the best that an unbiased model can do is to make a uniform random
guess” (Lin and Ng 2023). Traditional results in Bayesian epistemology suggest otherwise.
Training on the DDI dataset provides the LLM with valuable information about the dis-
tribution of drug-drug interaction types. Rational Bayesian inference involves combining
this prior information with novel information provided by descriptions to determine the
probability that each given interaction type is at play. Since the LLM has been exposed
to primarily negative interactions during training, the LLM correctly learns that negative
interactions are more common than positive interactions and learns to project this rela-
tionship onto novel drugs. When the LLM is exposed to larger samples of training data,
it rightly becomes more confident that negative interactions are prevalent. In the absence
of competing information to move the LLM away from the prior, priors dominate and
the LLM shows a strong tendency to predict novel drug-drug interactions to be negative,
increasing in the quantity of training data. From an orthodox Bayesian standpoint, this
is appropriate behavior and not a bias of any kind. If anything, Lin and Ng’s data show
under-reliance, rather than over-reliance, on prior knowledge of interaction types.

Lin and Ng do suggest one more plausible lesson from this discussion: labels matter.
While many machine learning scientists expect label information to become unimportant
after training, testing LLMs on content-free sentences reminds us of the importance of
labels, since content-free sentences will be more likely to be classified using labels that
are more frequent in the training data.*® Following Johnson's taxonomy (Section 2.1) we
might view this as a type of biased LLM inputs. However, precisely because the need to
ensure unbiased data is familiar from previous research, we aimed in Section 2.1 to restrict
attention to bias-constructs and bias-outputs, and we have not yet been given evidence

for either of these.

Tony Zhao and colleagues (2021) call this majority-label bias.
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Moreover, it is not clear that Lin and Ng’s solution of forcing a uniform distribution of
classification on content-free sentences is the right way to reduce the influence of arbitrary
labels. After all, there is considerable arbitrariness in the number of labels used in the
training data. We could easily imagine the positive interactions being collapsed under
a single label instead of four. Under a uniform distribution, this would increase the
probability of negative predictions from 20% to 50%, a type of label-sensitivity that more

traditional Bayesian methods avoid.

5 Heuristics and biases: Anchoring

5.1 Current research on anchoring

The second of Tversky and Kahneman'’s initial three heuristics is anchoring and adjustment
(Tversky and Kahneman 1974). Suppose I ask you to estimate the year in which George
Washington was first elected president. You might answer by anchoring on an initial quan-
tity, the year (1776) in which the Revolutionary War began, then adjusting upwards and
downwards to incorporate relevant knowledge, such as the length of the Revolutionary
War and the drafting of the Constitution. If you are like most people, you might settle
on an estimate around 1786.5 (Lieder et al. 2018), which is quite good: Washington was
elected in 1789.

As this example illustrates, anchoring and adjustment produces a characteristic anchor-
ing effect in which judgments are skewed towards the initial anchor. 1786.5 is quite close
to the correct answer, but biased downwards towards the low anchor of 1776. Anchoring
effects are traditionally explained as the result of insufficient adjustments away from the
initial anchor.

Tversky and Kahneman (1974) initially proposed that a great number of anchoring
effects should be explained as the result of mental processes of anchoring and adjustment.
For example, Tversky and Kahneman instructed participants to spin a wheel, then judge
whether the number displayed on the wheel was higher or lower than the number of
African countries in the United Nations, and finally to estimate the number of African
countries in the United Nations. Tversky and Kahneman found that judgments tended
to be biased toward the value displayed on the wheel. Tversky and Kahneman explained
this finding by assuming that agents anchored on an initial belief that the number of
African countries in the United Nations is equal to the value on the wheel, then iteratively
adjusted away from the anchor using a process of anchoring and adjustment.

Thatis a surprisingly irrational cognitive process, since there is no good reason to begin
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deliberation with the belief that the number of African countries in the United Nations
is equal to the value on a spun wheel. Subsequent authors rightly asked for evidence
that a process of iterative anchoring and adjustment had in fact been employed. For two
decades, all available process-tracing studies showed no evidence of a cognitive process
of anchoring and adjustment in this and other early experiments (Johnson and Schkade
1989; Lopes 1982).

More recently, evidence has emerged that a genuine process of anchoring and adjust-
ment may be employed in a small number of examples, such as our initial example of
estimating the year in which George Washington was first elected president (Epley and
Gilovich 2006; Lieder et al. 2018). However, most research programs agree that genuine
anchoring and adjustment is extremely rare; that anchoring and adjustment is not typi-
cally triggered by external manipulations such as spinning wheels; that anchors tend to be
relevant and informative, and incorporated in a rational way; that the results of anchoring
and adjustment are often highly reliable; and that few if any anchoring effects in the early
literature are produced by genuine processes of anchoring and adjustment (Epley and
Gilovich 2001, 2004, 2006; Lieder et al. 2018, ms).?!

As evidence for a process of anchoring and adjustment failed to materialize in the
motivating examples, researchers broadened the concept of anchoring effects so that they
were no longer conceptually tied to a process of anchoring and adjustment. We saw
in Section 2 that this movement coincides with a broader trend in the heuristics and
biases program towards a normative conception of bias on which biases can be defined
and studied independently of any particular heuristic process. We also saw in Section
2 that this emancipation has led to conceptual ambiguity in bias definitions, and indeed
Kahneman himself concedes that:

The terms anchor and anchoring effect have been used in the psychological liter-
ature to cover a bewildering array of diverse experimental manipulations and
results ... The proliferation of meanings is a serious hindrance to theoretical
progress. (Jacowitz and Kahneman 1995, p. 1161)

One reaction to this definitional ambiguity would be to move beyond attempts to posit and
study a unified type of anchoring bias. I have some sympathy for this response. However,
even without settling on a precise definition it may be possible to say enough about
plausible normative conceptions of anchoring bias to assess whether recent experimental

results provide strong evidence for anchoring bias in LLMs.

ZNote that this evidence applies only to heuristic processes of anchoring and adjustment. Broader studies
of anchoring (Schley and Weingarten 2025) will need to be addressed separately.
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Here is a sampling of recent definitions of anchoring effects, understood as normative

biases that may come apart from the heuristic process of anchoring and adjustment:

An anchor is an arbitrary value that the subject is caused to consider before
making a numerical estimate. An anchoring effectis demonstrated by showing
that the estimates of groups shown different anchors tend to remain close to
those anchors. (Jacowitz and Kahneman 1995, p. 1161)

The anchoring effect is the disproportionate influence on decision makers to
make judgments that are biased toward an initially presented value. (Furnham
and Chu Boo 2011, p. 35)

An important feature of these definitions is that a normative anchoring bias involves mis-
use of information contained in the anchor. Anchors must either be arbitrary (Jacowitz
and Kahneman 1995) and hence unsuitable for use in future inference, or else must
exert disproportionate influence (Furnham and Chu Boo 2011) on future inference. Mere
reliance on anchor information is not thought to constitute a normative anchoring bias. To
take a widely-cited example, manipulating the listing prices of properties changes what
agents are willing to pay for them (Northcraft and Neale 1987). But there is nothing wrong
with that, since listing prices carry information about property values. To say otherwise
would be to confuse anchoring bias with the simple process of learning from evidence. On
this basis, it is generally agreed that a normative concept of anchoring bias must involve

mis-use of anchoring information beyond its evidential relevance.?

5.2 Anchoring in code generation

Code generation tasks involve generating code from prompts. Prompts may be partial
programs, English descriptions of desired functionality, or combinations of these and
other inputs. Existing code generation models include OpenAl’s Codex (Chen et al. 2021)
and Salesforce’s CodeGen (Nijkamp et al. 2023).

The HumanEval dataset is often used to assess code generation (Chen et al. 2021).
HumanEval is composed of 164 programming problems. Each problem contains a three-
part prompt: a function signature ‘def function name’, an English description of the
desired functionality, and several input-output pairs describing correct function behavior.

2Note that the limited success of attempts to ‘debias’ anchoring effects does not challenge a view on
which those effects were not biases in the first place. In fact, it weakly supports the view by providing one
reason why debiasing interventions might fail, namely that debiasing interventions attempt to push agents
in the wrong direction.
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def common(ll, 12): | Anchor Function | | Full Prompt |

HumanEval Prompt for var in [11, 12]:
(def common..) if ell in var:

for var in [11, 12]:
print (var) | First solution lines |

Figure 3: Construction of anchor function and full prompt, from Jones and Steinhardt
(2022).

Each problem is also accompanied by a canonical solution: a correct solution program
generated by human programmers.

Erik Jones and Jacob Steinhardt (2022) aim to find anchoring bias in code generation by
Codex and CodeGen. They do this by incorporating tempting, but incorrect solutions into
‘anchor’ strings, then prepending anchoring strings to complete HumanEval prompts.

More concretely, Jones and Steinhardt construct anchor functions with three parts
(Figure 3). The first part is the function signature, copied from the HumanEval prompt.
The second part is the first 7 lines of the canonical solution, with n varied between 0 and 8
across prompts. The final part is a set of ‘anchor lines” describing a tempting but incorrect
partial solution.

Jones and Steinhardt consider two types of anchors. Print-var anchors instruct the

program to print, rather than return, a given value:

for var in [varl, var 2]:

print(var)
Add-var anchor lines instruct programs to sum two values:

tmp = str(varl) + str(var2)

return tmp

Complete anchor functions consist of a function signature, the first n lines of the canonical
solution, and the chosen anchor lines. Total prompts are constructed by prepending
anchor lines to the original HumanEval prompt, consisting of a function signature, an
English description of the desired functionality, and example input-output pairs (Figure
3). These are again followed by the first n lines of the canonical solution, with n fixed at
its value in the anchor function.

Jones and Steinhardt test Codex and CodeGen across a variety of total prompts, varying
the choice of anchor lines, the number 1 of canonical solution lines, and the original prompt

from HumanEval. They find a significant decrease in accuracy, as well as an increased
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tendency for solutions by Codex and CodeGen to incorporate anchor lines in part or
full within the resulting outputs. Jones and Steinhardt treat this finding as an anchoring
effect, in which “code models ... adjust their output towards related solutions, where

these solutions are included in the prompt” (Jones and Steinhardt 2022).

5.3 Discussion

The discussion in Section 5.1 suggests three challenges for Jones and Steinhardt’s anchor-
ing experiment. First, Jones and Steinhardt sometimes talk as though they have found
processes of adjustment away from an anchor.”® However, no evidence for a process of
anchoring and adjustment has been provided — indeed, we are not given process-tracing
evidence of any kind. We saw in Section 5.1 that it is important to support procedural
claims with process-tracing evidence, because most previous instances in which a heuris-
tic process of anchoring and adjustment was postulated to explain anchoring biases, this
postulate turned out to be wrong. Without process-tracing evidence, we should therefore
focus on the charge of anchoring bias and not on related questions about the process of
anchoring and adjustment.

Second, the anchors provided by Jones and Steinhardt are relevant, not irrelevant.
They are highly similar in content to the problem and constructed to be similar to correct
solutions. Indeed, the anchors explicitly contain an initial segment of the canonical
solution. This makes the anchors relevant to, and informative about the problem at hand.
As we have seen, the bare reliance on relevant information cannot be taken to constitute a
normative anchoring bias. We may still allege that LLMs have over-used relevant anchors,
just as we may criticize them for over-reliance on any item of evidence. However, pressing
this charge requires proving over-use, which Jones and Steinhardt do not attempt to do.

Third, even if the anchors provided by Jones and Steinhardt were not in fact relevant,
there would nonetheless be a legitimate presupposition of relevance. Codex and CodeGen
were trained primarily on helpful and non-misleading prompts. While the LLMs may
have been exposed to natural human errors, they have not been significantly exposed to
programmers trying to manipulate them into including irrelevant code in their outputs.
On the basis of this experience, any rational agent would learn that input is likely to be
non-manipulative. Codex and CodeGen do not, and should not, treat inputs as likely to be

manipulative unless they are trained on manipulative examples, any more than readers of

ZFor example: “Using anchoring as inspiration, we hypothesize that code generation models may adjust
their output towards related solutions” and “We additionally find that elements of anchor function[s] often
appear in both models” outputs, suggesting that code generation models adjust their solutions towards
related solutions” (Jones and Steinhardt 2022).
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this paper should expect that I have subtly lied about all studies reported therein, unless
given evidence that research papers frequently lie in this way.

6 Philosophical implications

This paper assessed recent charges of cognitive bias in LLMs. Section 2 developed a
normative, surrogate conception of cognitive bias on which cognitive biases in LLMs are
understood as states, processes or judgments that would violate a normative standard if
exhibited by humans in similar tasks. Section 3 looked at knowledge effects, in which prior
knowledge exhibits a robust inference on reasoning that goes beyond the requirements of
classical logic. Focusing on the Wason selection task, we considered an increasingly pop-
ular Bayesian story on which knowledge effects reflect the normatively correct influence
of prior knowledge on probabilistic reasoning. We saw that this story should be at least
as plausible when applied to LLMs as it is when applied to humans, and perhaps more
so, since LLMs are better-equipped for complex probabilistic reasoning than humans are,
and since LLMs’ probabilistic reasoning capacities do not appear to come at the expense
of diminished capability for logical reasoning.

Section 4 considered availability bias in relation extraction, focusing on identification of
drug-drug interactions. We saw that a purported availability bias to judge that unknown
drugs resemble drugs encountered during training is not best understood as a cognitive
bias, but rather as ajustifiable reliance on prior knowledge. Section 5 considered anchoring
bias in code generation. We saw that LLM outputs provide no evidence that LLMs employ
a heuristic process of anchoring and adjustment. We also saw that the anchors on which
LLMs draw are both relevant and justifiably presumed to be relevant, again suggesting
that observed behavior cannot be taken as evidence of cognitive bias without further
evidence of inappropriate reasoning.

One way to take these results is as a qualified piece of good news. After a torrent of
negative findings on algorithmic bias, it is refreshing to be reminded that there are some
bias metrics on which LLMs perform fairly well.?* This reaction is complemented and
enriched by three further philosophical implications of the results in this paper.

ZImportantly, even if we think that LLMs exhibit severe and pervasive moral biases, the findings of this
paper suggest that they may exhibit less severe cognitive biases of many types recently alleged.

20



6.1 Beyond bias

Many theorists have suggested that assessments of human cognition place too much focus
on cognitive bias and not enough focus on competing metrics (Gigerenzer and Brighton
2009; Schurz and Hertwig 2019; Sturm 2019). We care not only whether our cognition
is biased, but also whether it is accurate, fast, efficient, capable of carrying out complex
calculations, and resilient against small shocks or changes to the environment.

All of these metrics figure in famous trade-offs. Accuracy confronts an accuracy-
coherence tradeoff in which increased accuracy may come at the expense of decreased
coherence, which on many accounts will register as a type of cognitive bias (Thorstad
2024a). Speed confronts a speed-accuracy tradeoff where rapid computation may diminish
accuracy (Heitz 2014). Efficiency confronts an accuracy-effort tradeoff in which decreased
effort may come at the cost of reduced accuracy (Johnson and Payne 1985). Complexity
confronts a complexity-coherence tradeoff in which complex operations may increase the
risk of incoherence (Thorstad 2025). Resilience to environmental shocks confronts a bias-
variance tradeoff in which increased bias may reduce shock vulnerability by decreasing
model variance and thereby reducing the risk of overfitting to artificial features of task
environments (Geman et al. 1992).%

To the extent that we care about these metrics, we should not take any particular
form of bias as a definitive assessment of LLM performance. It may well be the case that
LLMs, even while exhibiting biases, are also accurate, fast, efficient, capable of carrying
out complex calculations and resilient. Vindicatory epistemologists have stressed, for this
reason, that it is important to measure performance along multiple metrics beyond any
single alleged bias (Berg 2003; Schurz and Hertwig 2019; Thorstad 2024b). If it turns out
that LLMs exhibiting any proposed bias are, at the same time, performing well on many
important metrics, then that should increase our opinion of their performance.?

Vindicatory epistemologists have also stressed the importance of assessing perfor-
mance in specific environments (Morton 2017; Schmidt 2019; Todd and Gigerenzer 2012).
What we want to know is not how LLMs perform in an artificial laboratory setting, but
how they perform in the contexts where they are proposed for use. While laboratory
results reveal that LLMs are in principle capable of exhibiting bias, we do not yet learn
whether there is a significant threat of biased performance in practice. More generally,

vindicatory epistemologists have stressed that all models perform well in some environ-

BThis focus on modal resilience builds on work by Munton (2019) and Rudolph et al. (2025).

%To claim that our opinion of systems should be improved when we learn that they perform well on
important metrics is not to claim that our opinion of those systems should not also be worsened by their
performance on other important metrics such as racial bias. See also Byrd (2025).
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ments and poorly in others (Thorstad 2024b; Todd and Gigerenzer 2012). For this reason,
our aim should not be to impugn LLMs by exhibiting environments in which they perform
poorly, but instead to get a better understanding of which environments the LLMs are
best-suited for, so they can be recommended for use in appropriate environments.

Finally, focusing on competing metrics which may come into tension with the attempt
to avoid any specific bias provides a new perspective on how LLM performance might
be improved. A traditional nudging perspective suggests that fundamentally irrational
processes might be coaxed into performing better through subtle manipulations (Bovens
2009; Sunstein 2014; Thaler and Sunstein 2008). By contrast, a more vindicatory boosting
perspective suggests that to the extent that biased behavior is driven by problem con-
straints such as limited data, scarce computational power, or hostile environments, we
might see better performance increases by lessening these limitations (Griine-Yanoff and
Hertwig 2016; Hertwig and Griine-Yanoff 2017). The boosting perspective therefore lends
support to existing approaches which stress the need for high-quality representative data
(Buolamwini and Gebru 2018) and the benefits of increased computation (Kaplan et al.
2020; Sutton 2019).

6.2 Vindicatory epistemology

The program of vindicatory epistemology seeks to vindicate the rationality of purported
cognitive biases through a combination of normative theorizing and empirical reassess-
ment of apparently biased cognitions (Dorst 2023; Icard ms; Thorstad 2024b). The discus-
sion in this paper advances the program of vindicatory epistemology in two ways.

First, vindicatory epistemologists claim that a number of strategies can be used to
explain away a wide range of purported biases. These strategies include conceptual
clarification of bias concepts (Dreisbach and Guevara 2019; Schwartz et al. 2002; Thorstad
2024b), challenges to the normative standards underlying biases (Bermudez 2020; Gigeren-
zer 1996; Sturm 2019), probabilistic reconstruals of seemingly-nonprobabilistic reasoning
tasks (Fitelson 2010; Icard 2021; Oaksford and Chater 2007), and an ecological perspective
on which cognition is assessed against its performance in an environment (Morton 2017;
Schmidt 2019; Todd and Gigerenzer 2012). To motivate the programmatic claim that these
strategies can be used to explain away a wide range of biases, it is necessary to exhibit a
range of case studies in which the strategies plausibly succeed in defusing bias allegations.

The case studies in this paper help to extend the reach of familiar vindicatory strategies.
We saw in Sections 4-5 how conceptual distinctions between objective and subjective
availability, as well as between anchoring bias and the heuristic process of anchoring and
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adjustment can be used to clarify and soften bias allegations. We saw in Section 4 how
a normative rejection of uniform guessing in the presence of relevant prior information
reveals alleged availability biases to rest on an inappropriate normative standard. We
saw in Section 3 how a probabilistic task construal could be used to vindicate model
performance on the Wason selection task. And we saw in Section 5 how a failure to detect
and respond to deliberately misleading prompts may not impugn model performance in
many of the environments where they are proposed for use.

A second avenue of support for vindicatory epistemology comes from an observation
by Dasgupta and colleagues (2022). Vindicatory epistemologists predict that rational
pressures lead agents confronted with a given problem to exhibit apparent cognitive
biases. Vindicatory epistemologists therefore suspect that other sophisticated agents,
confronted with the same problem, will exhibit the same apparent bias. As Dasgupta and
colleagues note, the emergence of an apparent bias in multiple agents with very different
cognitive architectures lends support to the rationalizing explanation on which the bias is
merely apparent. After all, it would be somewhat surprising if radically different agents
were led to make similar mistakes, but less surprising for radically different agents to be

led through rational pressures towards correct solutions.

6.3 Further biases

Recent authors have alleged a number of other cognitive biases in LLMs, including base
rate neglect (Talboy and Fuller 2023), certainty effects (Itzhak et al. 2024), confirmation
bias (Talboy and Fuller 2023), egocentric bias (Koo et al. 2024) framing effects (Binz and
Schulz 2023; Jones and Steinhardt 2022), and recency bias (Schmidgall et al. 2024). In this
paper, we saw that familiar vindicatory strategies are well-suited to defusing three recent
bias allegations. However, this does not imply that vindicatory strategies will defuse all
bias allegations.

Daniel Kahneman once complained that vindicatory epistemologists see only two
kinds of errors: “pardonable errors by subjects and unpardonable ones by psychologists”
(Kahneman 1981, p. 340). Keith Stanovich and Richard West (2000) accused vindicatory
epistemologists of taking the Panglossian stance that we live in the best of all possible
worlds, in which all biases are merely apparent. Vindicatory epistemologists are not
Panglossians. While the case studies in this paper provide room for optimism, they do
not relieve us of the burden of assessing further bias allegations. Future work should take
a careful look at remaining bias allegations in order to understand which biases LLMs
exhibit, how often they are exhibited, and what can be done to ameliorate them.
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